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Abstract
This contribution is based on the development and the evaluation of two learning environments in which the learner had to collaborate with the machine. This experience revealed that existing knowledge-based techniques are not appropriate to support 'real' collaboration, i.e. to cover a range of flexible, opportunistic and robust interactions which enable to agents to build a shared understanding of a problem. I argue for the design of collaboration engines which integrate dialogue models at the rule instantiation level. The role of dialogue models is not simply to improve the interface. The challenge is to develop models which account for the role of dialogues in problem solving and learning. Such models would reflect current theories on 'distributed cognition', one of the approaches placed under the 'situated cognition' umbrella. Most of the implications of these theories to the design of interactive learning environments (ILEs) that have been discussed so far concern the choice of methods (e.g. apprenticeship - Newman, 1989 - or project-oriented group work - Goldman et al, 1994) or software engineering (e.g. participatory design - Clancey, 1993). I address here the implications of these theories at a more technical level. I structured the argument as a discussion with myself, which is quite natural within the distributed cognition approach where interacting agents are viewed as forming a single cognitive system. 

-
Hi, nice to see you here! What did you do over these last years ? 

-
Some work on collaboration... In PEOPLE POWER, the human learner collaborates with another learner played by the machine (Dillenbourg & Self, 1992). In MEMOLAB, the learner collaborates with a machine expert (Dillenbourg, Mendelsohn & Schneider, 1994).

-
Did you try them ? What did you learn?

-
My conclusion is that existing knowledge-based techniques are not appropriate to support real collaboration, that we should do basic research to develop proper 'collaboration' engines...

-
What is 'real' collaboration?

-
I mean that the machine must engage the kind of flexible, opportunistic and robust interactions which enable two agents to build a shared understanding of a problem

-
Give me an example, something which was wrong with your systems?

-
When the expert in MEMOLAB misunderstood the learner, the latter could not repair this misunderstanding. For instance, a learner said about the machine expert "He supposes that I wanted the subjects to do something during 40 seconds. I wanted the subjects to do nothing!"... In everyday conversation we permanently check that our interlocutor has understood what we meant, at least well enough to carry on the task, and we have many resources for repairing such misunderstanding (Hirst et al, 1994). This process of grounding (Clark & Marshall, 1981; Clark & Brennan, 1991), this game of mutual diagnosis and repair, is what makes collaborative learning efficient. 

-
What do you mean by 'mutual' diagnosis? Diagnosis has always been implemented as a one-way process!

-
For instance, if we talk about a weather forecast, I will progressively find out what you know about it, and reciprocally, you will catch on what I know about this topic. Moreover, I will probably find out what you think that I believe about the weather forecast and vice-versa.o, your point is that there exists a second order of diagnosis, a diagnosis of a diagnosis. But, don't you think we have enough difficulties in implementing a first level diagnosis? Considering two nested levels of diagnosis is simply unrealistic.

-
Well, one could also claim the opposite. What may be unrealistic is to expect an agent to build in one-shot a correct model of his partner. Human-human and human-machine dialogues are inherently ambiguous. The key difference is that human-human communication relies on various resources to detect and repair communication failures, which are generally lacking from human-machine interactions (Suchman, 1987). Douglas (1991) observed that students often aid the human tutor in repairing misdiagnosis. It may be more sensible to give the system the ability to incrementally and interactively build some representation of the user. 

-
This is not really a new idea. Several scholars have suggested making diagnosis more interactive, since IDEBUGGY (Burton, 1982) or the idea of an inspectable learner model (Self, 1988), recently turned into collaborative modelling (Bull, Pain & Bra, 1993).

-
That's right, this idea came out of system design and experimentation, before being systematised within the situated cognition framework (Dillenbourg & Schneider, 1993). It is also based on the work of belief systems in learner modelling (Self, 1992): to model second order diagnosis you need to represent knowledge specific to an agent .

-
So, if I understand you right, what you say is that the core diagnosis process, I mean the algorithm which searches for a variation of the correct rulebase which produces the same answers as the learner, should be integrated into some kind of regulation loop.

-
That's one possibility. This regulation loop would be a dialogue structure in which the learner assesses the output of what you called 'core diagnosis' and repairs it directly (by telling) or indirectly (by initiating a new diagnosis cycle). It could use some of the computational models for dialogue repair and grounding have been recently developed (Cawsey, 1991; Traum 1994, Hirst et al, 1994). In addition, their use in student modelling implies that the system is able to reason about how it produced a misdiagnosis. Hence the usefulness of the work on formalising the learner modelling process (Cialdea, 1991; Self, 1989).

-
But, grounding does not occur in a vacuum. It uses many external referents.

-
That's right... When we used MEMOLAB with two human subjects, we had to clean the screen after each experiment because the subjects most often speak with their finger on the screen... at least the one which has not the mouse in hands! The role of screen displays in supporting conversation has been emphasised by Roschelle (1990).

-
But, in the case of human-computer interaction, the machine diagnoser does not 'see' what is on the screen.

-
We developed an inference engine which discriminates internal objects from displayed objects (Dillenbourg et al, 1994). The problem is that all relevant features of any displayed object must be explicitly defined in advance. Gestures can themselves be ambiguous. Therefore, Hirst and his colleagues (1994) encoded the object salient properties in a hierarchy in order to guess which feature an agent refers to.

-
I see another problem. This 'diagnosis regulation loop' could imply rather long diagnostic dialogues. 

-
Long dialogues might be justified when the decision taken on the basis of this diagnosis is important, i.e. concerns a long sequence of interactions. 

-
The trouble is that the longer the diagnosis, the higher the chances that the learner changes his beliefs over time. Then diagnosis is no longer a neutral observation process which provides the system with the information necessary to make pedagogical decisions. If diagnosis becomes more interactive, it becomes less neutral. The interactions conducted to clarify what the learner believes will tend to affect what she believes. Douglas (1991) observed that the repair of tutoring failures creates "local curriculum sequence differences".

-
I agree, but this side-effect of diagnosis regulation dialogues is not an undesirable event. It corresponds to the 'appropriation' mechanism, which is central to the socio-cultural theory: the learner learns by watching how his actions are interpreted within the expert understanding of the task (Newman, 1989). As Pea (1993a) stated: "Through interpretations by others, you may come to mean more than you thought you did" (p. 270). This appropriation mechanism plays a central role in the apprenticeship method (Newman, Griffin & Cole, 1989; Rogoff, 1991). Actually, the interpretation by another does not necessarily have to be formulated explicitly ("I think you believe this..."). It can be implicitly conveyed by the partner's next action (i.e. the system's attempt to integrate the learner's action in its strategy) and hence also applies to non-verbal interactions. 

-
So finally, this idea of mutual diagnosis goes beyond the diagnosis module. It questions the distinction between diagnosis and feedback, between diagnosis and intervention. Actually, it questions the basic architecture of ILEs. 

-
This is not surprising. That architecture is based on the traditional cognitive science view of cognition being bound to individuals. This is why I attempt to reconceptualize MEMOLAB from a 'distributed cognition' perspective (Pea, 1993b) which....

-
Oooo, no... 'distributed'... one of these new buzzwords... Next, you will tell me that the best method is collaborative learning.

-
Not exactly, we know collaborative learning is not always efficient. No, the 'distributed' perspective on ILEs is rather to consider that the main functions of an ILE are intrinsically collaborative. Diagnosis is collaborative...

-
You said that before...

-
... yes, but explanation is also collaborative. An explanation is not simply built by one agent an delivered to the other, but jointly constructed (Baker, 1992). Problem solving is collaborative, provided that the expert and the learner seek to build a mutual understanding of the problem. Baker (1994) even describes teaching as collaborative... 

-
...like in the study by Douglas you previously referred to, where the learner helps his tutor to repair tutoring failures?

-
Exactly. Or in the work of Fox (1991), who observes that the learner and the tutor collaborate to avoid incorrect answers from the student. In some cases, the student shows signs that she cannot answer the question and thereby invites the tutor to provide resources to answer (sometimes another question). In other cases, the tutor provides early signs of negative feed-back (e.g. "predisagreement" silence), after which the student often reformulates his answer as a question, thereby inviting the tutor to help him.

- Ok, we agree that these main functions, diagnosis, explanation or tutoring, are accomplished jointly. Is this what you mean by 'distributed'?

-
Right. Simply stated, these functions are not viewed as the performance of an individual, but as accomplished by the group itself in order to maintain its consistency. The learner and the ILE form a single cognitive system and the system-maintenance functions are distributed over the interacting agents.

-
The same word is used in 'distributed AI' (Gasser, 1991). Basically, the task is split among subtasks which are distributed among various agents with different specific skills. I can see why such a system may work better, but I don't see how such a division of labour may lead to cognitive benefits for individuals.

-
We could argue on that point, but you are right that the term 'distributed' is a bit misleading. The cognitive effects are not due to the division of labour in itself, but to the fact that, despite the division of labour, despite the heterogeneity of skills or viewpoints, the agents succeed in establishing mutual understanding. For instance, Rogoff (1991) showed that internalization did not occur when one peer dominated decision making or did not involve the other in the decision process specific to his strategy, or in other words, that they were working as two independent cognitive systems. 

-
But, look at studies on human-computer interaction... When they refer to 'joint cognitive systems' (Woods & Roth, 1988), they seek a task distribution that optimises the specific skills of humans and machines... This is really 'splitting'.

-
Right, but they also use the concept of 'cognitive coupling' (Dalal & Kasper, 1994), to emphasize the necessary congruence between the agents' features such as goals, strategies, knowledge and cognitive skills. 

-
So, you mean that, in a joint system, agents must have complementary features?

-
I would rather refer to a 'joint system' when the agents build a shared understanding of the problem (Roschelle & Teasley, 1995). This shared understanding may depends less upon the agents' initial features than upon the quality of interactions. It would not be a bad summary of the studies on the efficiency of collaborative learning (Webb, 1989, 1991; Dillenbourg et al, to appear) to say that collaborative learning is efficient when the learners form a 'joint despite distributed' cognitive system.

-
I think that 'joint despite distributed' is what Resnick (1991) means by 'shared' cognition. But, sorry to be materialist, do you mean that we need grounding mechanisms between a rule-based expert and the user?

-
It depends on what you have in mind. If you think about an expert module which produces decisions which are then delivered via a dialogue module, you precisely miss the idea of shared cognition. The issue is not simply to improve the interface, but to understand how interactions affect cognition. This issue will not be tackled by dissociating these two components. The basic principle is precisely that if interactions are internalised, i.e. if some traces of interactions influence problem solving, it implies that the set of problem solving operators has some isomorphism with the set of dialogue operators. 

-
Sorry, I don't see exactly what you mean.

-
For instance, in PEOPLE POWER, the inference engine was implemented as a dialogue between the agent and himself: the agent attempted to agree or refute his own arguments (within some cognitive load boundaries), according to the previous arguments with its partner. In this case, the 'dialogue/problem-solving isomorphism' was obtained by reducing reasoning and dialogue operators to the most rudimentary subset, "agree" and "refute". 

-
Grounding implies a much richer set of operators, such as acknowledge, repair, request for acknowledgement, ....

-
Right, the challenge is to design inference engines which integrate these dialogue operators. Some dialogue acts could be translated into changing the scope of a rule, or the scope of a variable. In MEMOLAB, we used an object-oriented production system (Dillenbourg et al, 1994) in which each variable was associated with a reference-class which determines the set of objects which could instantiate this variable. The scope of each variable was determined statically, when the rule was written. But, in human-human dialogue, we saw that the scope was negotiated dynamically. For instance, one learner said "It (the material) should be the same words", but the other answered "... no, the same number of syllables.", i.e. he generalised the variable 'material' (different lists of words can have the same average number of syllables). Conversely, in another dialogue, one learner said "Which material do you want?" and her partner answered "You mean the words?", i.e. she specialised the variable material (a material can be a list of various things). This negotiation is often supported by deictic gestures which help to relate general variables expressed in utterances with specific screen objects. For instance, one learner says "Next, we need to do a restitution task" and her partner clicks on 'free recall' in the list of tasks and says "Is that it?"

-
OK, let me see if I understand... In the systems that you tested, the negotiation was at the rule level: the agents used "refute" or "agree" with regard to the last fired rule. It is a 'step-by-step' interaction... And in the observed dialogues, negotiation occurs below the rule level, at the variable level, where one can use a richer set of operators such as "generalise", "specialise" or "refine". 

-
Right... dialogue operators in a large sense, i.e. including gestures. The concept of 'socially distributed production' (Roschelle & Teasley, 1994) already introduces dialogue turn taking between the condition and the conclusion parts of a rule (subject 1 says "if ...", and subject-2 completes with "then ...."). My claim is that negotiation may even occur at a lower level, when the variables appearing in the conditions are matched against the problem data. 

-
But, what you call the 'rule level' is arbitrary. Could you not simply do that by decomposing further the ruleset?

-
I think negotiation mechanisms should be included in the unification mechanisms. For instance, even before you speak, or at least after a few words, your listener has expectations regarding the rest of your utterance. These expectations govern his interpretations of what will follows. It even occurs sometimes that the listener finishes the sentence before the speaker. Engel and Haakma (1993) model this mechanism by the fact that the interpretation of the beginning of the message leads to select the lexicon used to parse the remaining of the message. This idea could be transposed in terms of instanciation mechanisms: the scope of a variable Z, i.e. its reference-class, could be determined dynamically on the basis of the other variables X, Y, ... instantiated in the condition clauses already matched or already discussed, in the same or in a previous rules (for instance as a link between the meta-class of the reference-classes).

-
But, this 'expectation' effect may produce misunderstandings!

-
Of course! I never said that we have to avoid misunderstanding. We simply cannot! Instead, we have to support repair mechanisms, not simply because these mechanisms play a role in understanding, but because they play a role in problem solving and learning. The 'linguistic' mechanisms by which we monitor mutual understanding cannot be different from those of involved in mutual regulation. And we know mutual regulation is central to collaborative learning (Blaye & Light, 1995), Palincsar & Brown, 1984; Wertsch, 1991).

-
Mutual regulation... mutual diagnosis... we are back to the starting point!

-
Right, stop the recorder and send the tape to Jim.

Conclusion

Viewing cognition as distributed does not simply impact on the design of learning activities, but on the whole architecture of an ILE. Instead of viewing an ILE as a set of agents which exchange messages, the system and the learner are viewed as forming a joint cognitive system. The main functions of an ILE (tutoring, explaining, problem solving, diagnosis,...) are intrinsically collaborative. Cognitive effects are due to the mechanisms (e.g. appropriation) by which, despite the fact that cognition is distributed, agents succeed in forming a joint cognitive system. I illustrated this with the diagnosis process. While ILE researchers traditionally implemented diagnosis as a one-side process, dialogue models treat it as a mutual process. This does not simply imply that we should plug in a grounding dialogue module on top of the existing architecture. The growing importance of dialogue studies in AI&ED is not simply targeted to develop natural language interfaces. These techniques are required to model the key point in the 'distributed cognition' approach: participating into a joint cognitive system impacts on individual's cognition. I argue for a modification of the technology of knowledge-based systems in such a way that dialogues and problem solving are conducted by the same operators, that the very process of instantiation variable is implemented as a negotiation process.
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